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A Comprehensive Signature Analysis Scheme
for Oscillation-Test

Jeongjin Roh and Jacob A. AbrahaRellow, IEEE

Abstract—A low-cost and comprehensive built-in self-test (BIST) for complex mixed-signal circuits. In addition, BIST can be
methodology for analog and mixed-signal circuits is described. We a solution to testing the intellectual property (IP), core-based
implement a time-division multiplexing (TDM) comparator to an- system-on-a-chip (SOC) ICs. In most cases, the core integra-

alyze the response of a circuit under test with minimum hardware t h limited k led f the int | circuit desi d
overhead. The TDM comparator scheme is an effective signature Ors have imited knowledge of the internal circuit design an

analyzer for on-chip analog response compaction and pass/fail de- operation of IP cores. Therefore, the core creator must prepare
cision. We apply this scheme to an oscillation-test environment and the testability solution and deliver it with the IP core.
implement a low-cost and comprehensive vectorless BIST method-  |n order to have a comprehensive BIST solution for all these
ology for high fault and yield coverage. Our scheme allows atoler- oy jems; the test stimulus generator, measurement circuit, and
ance in the output response, a feature necessary for analog circuits. /il d - ircuit dtob ,I d th ,h'
Both oscillation frequency and oscillation amplitude are measured pass/fail decision circuit need 1o be placed on e.same chip.
indirectly to increase the fault coverage. We provide a theoretical Then, the BIST can be used not only for manufacturing test, but
analysis of the oscillation that explains why the amplitude measure- also for field test and as a solution for IP core test.
ment s essential. Simulation results demonstrate that the proposed  Several BIST schemes have been proposed in the past for
scheme can significantly reduce test time of the oscillation-test while testing analog and mixed-signal circuits [1]-[6]. Some of them
achieving higher fault coverage. . . ) .
1evVing ig u _ verag _ _ [1], [2] have focused on on-chip test stimulus generation. Even
_Index Terms—Built-in self-test (BIST), design for test, mixed- though various schemes for on-chip sinusoidal or multitone
signal test, oscillation test, singature analysis. stimulus generation have been developed, hardware over-
heads for these schemes may still be unacceptable for many
|. INTRODUCTION mixed-signal circuits. Other work focused on efficient on-chip
- : . - easurement and decision schemes [3]-[6]. Many schemes
NALOG circuit testing has been considered to be dn"ﬂcuﬁn N : [31-16] y sch
ast;sume the availability of on-chip hardware such as linear

L e o o eono SHEdback SNt regstes (LFSR) [, 14, an analog-igia
y gin. ' “canverter (ADC) [3], [5], [6] or a digital-analog converter

input waveform may not be exactly the same as the ideal inpf@

It
that produces the waveform. The response of the circuit un . L
mixed-signal circuits [3].

waveform due to noise and tolerance specifications of the circ AC) [3]. In some research, powerful computing capability

P ggrch as a DSP core is assumed to be available on-chip even for
test (CUT) will, therefore, be imprecise because of the impreciseT . - L L
. ) . he issue of circuit specification tolerance margins is covered
input signal. Tolerances in the component values of the analo

- o .. _WEellin [5] and [6], but these schemes assume an on-chip ADC,
circuit can also cause the response of the circuit to be different. o ST . L
which makes them limited to only certain mixed-signal circuits.

from the ideal response_._The problem of anglog cwqwt test'q%st-stimulus generation is another unsolved problem for these
has been made more difficult by the trend of integrating analo%hemes

circuits with digital blocks, and by the reduction of access ports . . . o
A ) ; o ! Tolerance margin can be addressed as an issue in fault classifi-
for analog circuits in these mixed-signal circuits. Thus, mixed-_.. . L
X . . . cation. Generating a boundary between good and faulty circuits
signal testers with demanding requirements of speed, accurac ) . . .
memory storage. and low NoiSe are Very expensive iSTot simple in the analog domain, and has been considered a
y ge y exp : difficult problem. There are two reasons for this problem. First,

Built-in self test (BIST) is considered to be a promisin ) ; .
. ) . ) any proposed techniques are defect-oriented tests, and the di-
solution to the increasing complexity of these test problems. e )
. S rect measurements of specifications are avoided. The go/no-go
The two major objectives of BIST are to decrease the amount . . L
: i e 1o ecision of the test has to be made from the indirect measure-

of testing time and to reduce the difficulties of analog tes

ments of the specifications. Second, unlike in digital circuits, the
boundary of analog circuits should include the tolerance mar-
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turing test for defects using external testers and an oscillatiaddressed in prior work. Most previous research has focused only
BIST (OBIST) scheme. This vectorless testing concept is apn how to converta CUT to an oscillator; a method for analyzing
pealing since the generation of an on-chip pure sinusoidal stithe oscillation frequency on-chip has not been thoroughly de-
ulus requires significant hardware overhead. Therefore, OTWloped. In this paper, we are focusing on these two important
seems to be a promising solution for the test stimulus probleissues of testing, which are fault coverage and test time.
Most research on OTM has focused on how to convert a circuit
into an oscillator in test mode. However, there has not been éx- Fault Coveage
tensive research on: 1) how to maximize the fault coverage andMany researchers have shown that the OTM can achieve
2) how to minimize the test time [22]. We describe an efficieigh fault coverage for catastrophic faults. However, there is a
signature analysis scheme for these two important issues. limitation on the maximum parametric fault coverage that can
In this paper, analog filters are used as our benchmark dife achieved by measuring the oscillation frequency. Recent
cuits following the usual practice [11]-[14], [18]-[21]. How-research [19] shows that the oscillation frequency cannot achieve
ever, there will be no limitation in applying our technique tgufficiently high fault and yield coverage, and it proposes to
other benchmark circuits. For example, our technique can be afeasure the amplitude of the oscillation as well as the oscillation
plied to the oscillation signal from the dual-slope ADC [11]. Oufrequency. It has demonstrated that some of the parametric
technique will analyze the oscillation output from the dual-slogfaults do not affect the oscillation frequency, while they change
ADC when it is converted into a oscillator in test mode. Thehe oscillation amplitude. Therefore, in order to achieve high
nominal oscillation frequency of the dual-slope ADC was 1.53arametric fault coverage, it would be essential to detect the
MHz in [11], and our TDM comparator can be used to measWariation of both oscillation amplitude and oscillation frequency.
the frequency and amplitude as is done in this paper. In [19], the oscillation amplitude was measured only at the
The only exception would be the digital-to-analog convertgfrimary output of the CUT, and an on-chip amplitude measure-
(DAC) test in [17] in which the DAC under test is located in thenent technique was not developed. The oscillation amplitude
feedback loop of a single bit delta-sigma modulator. To estaft the primary output of the circuit could be sensitive only to
lish different oscillation Conditions, the DAC input is SWitCheqhe fau|ty Components adjacent to it. The oscillation amp”tude
between two predetermined digital codes stored in two test regay not be sensitive to the faulty components that are not adja-
isters. The quality of the DAC is measured by quantifying thgant to the primary output. In order to achieve high parametric
modulator output. Even though this paper has been publishggit coverage, internal nodes should be monitored in addition
as an oscillation-test, it is significantly different from other osy the primary output. This approach will be developed in this
cillation-test methodologies in the sense that the oscillationrggper_ In our simulations in Section V, it will be shown that the
controlled by the digital input to the DAC under test, unlikenonitoring of internal nodes can significantly increase the fault
other methods that move the poles into the right-hand plaggyerage.
in the s-domain. That is, the DAC under test in this approach
controls the oscillation by digital input to the DAC, and reB. Test Time to Measure Oscillation Frequency
quir_es relatively large hard\_/varg (_)verhead, Wh”? the trad,iti_onaISignificant test time can be another drawback of the oscilla-
oscﬂlatpn-test boasts its simplicity. Therefo.re, IN OUr OPINIOTY5 1y test methodology, since the accurate calculation of oscilla-
Hassan'’s technique [17] may not be categorized as a generalg; frequency requires a large measurement time. The test time
cHIaU_on-test. . . . f oscillation-test would be on the order of seconds if we do
Th|s Paperis or_gamzeq as fOHOWS: Section |l addresses tﬁ‘& incorporate an efficient signature analysis technique, as we
two issues in detail. Sect|0r? lll explains the TDM comparatQl, g in Section V. Direct measurement of the oscillation fre-
scheme an_d how we can |mpI§me_nt a comprehensive BI_ [Ij—ency could take a second or more. Even worse, if a large cir-
scheme by incorporating the oscillation-test mode. We descri it is partitioned into several small circuits that oscillate [19],

a d_Eta'Itid wr:jplengentatlofnﬂ?f the &gnztureh analy_zrir, andl_a 2 total test time using oscillation-test could be more than sev-
review the advantages ot the proposed scheme. 1he noniinggy seconds, which is prohibitively long for a go/no-go test in
analysis of oscillation behavior is done in Section IV. Section roduction

gives the_ s:cmullatlon_”results f%r caf';ast_rophlc fauflti as well as Iso, it has been found that different oscillator structures have
f:gﬁ:?;:;c ggntzsltjgi:):;graeteptreieen tgztli\éeggiﬁoon {/Ie Proposgierent sen_sitivity to a set pf components, and it has been sug-

' ' gested that it would be desirable to construct more than one os-
cillator from the CUT to increase the fault coverage [16]. This
will increase the test time even further.

The basic idea of OTM is to convert a CUT into a circuit In this paper, we demonstrate that the test time can be sig-
that oscillates. Faults in the CUT which cause the oscillatiarificantly reduced by indirectly measuring the oscillation fre-
frequency to deviate from its tolerance band can be detectgdency. Direct measurement of the low-frequency oscillation
When this technique is used, no application of test vectorssggnal takes significant test time. By using the fast comparator as
necessary. a signature analyzer, we can measure the oscillation frequency

There has been significant research on the oscillation-tegth high accuracy. Our TDM comparator scheme will be shown
methodology. However, in spite of the importance of the twiw be an effective technique to measure both the oscillation fre-
issues of test time and fault coverage, which would significanttyuency and the amplitude of the oscillation signal with signifi-
affectthe quality ofthe test, these issues have notbeenthorougtantly less test time.

Il. OSCILLATION TESTMETHODOLOGY
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Fig. 4. TDM comparator.
Fig. 2. Example of an oscillation signal with reference voltages.
and output of the inverter is turned on and the inverter is set to
IIl. TDM C OMPARATOR BIST SCHEME its bistable operating pointz, where the output voltage equals
Fig. 1 shows the comprehensive BIST scheme using the TORE input voltage
comparator. The CUT is converted to an oscillator in test mode Vaa + Vas
[11], then, the oscillation waveform is compared with the refer- Vour = Vo = Vp & 2 ’ @
ence voltages 1 and 2, and the comparison results are accumwith this inverter set to its bistable operating voltage, the
lated into the counters according to the clogksand¢2, using other side ofC' is charged t0/,.¢
time-division multiplexing. The tolerance to noise is increased _ >
by accumulating the comparator output sequence, since the effect Vy =Veet 2)
from the noise and jitter can be canceled out as was done in the Ve=Vy = VB = Viet = Vp. ®3)
integrator scheme [5]. Also, the accumulation generates a comwhen the¢2 clock turns off, the inverter is put into a very
pressed signature, so that the storage requirements for the Bifa$table condition and will go either high or low depending on
circuitcanberelieved. Ingeneral, the proposed scheme generittetput voltage. When thel clock turns on, the other side
effective signatures with only one cycle of the oscillation signalf C is pulled toVi,. Since the inverter side of the capacitor
after the oscillation has stabilized. However, the measureméefifioating, C must keep its original charge, and the inverter’'s
could be repeated for several cycles and results could be averaig@dt will change by the voltage differengg, — V;.¢. Since the
to increase the tolerance to noise even more. In the simulatigerter’s input was bistable, the voltage difference will deter-
results in Section V, only one cycle of oscillation is measuredmine whether the output will become low or high
Each counter has a unique value as a signature for the CUT,

and the respective tolerance band is decided as shown in Sec- Vy =Vin (4)
tion V. Reference voltages can be determined during the BIST Ve =Vin = Ve = Via — (Vier — V) ®)
design phase allowing a designer more flexibility to analyze Vout =V + A1 (Ve — Vp) (6)
the output response. Fig. 2 shows an example of two reference =Vs 4 Av1(Vin — Veet + Vs — VB) 7)
voltages. When the oscillation signal is higher than a reference

9 9 9 =V + Au1 (Via = Viet)- (8)

voltage, the comparator will generate a sequence of ones for
each TDM clock cycle. In this case, we are assuming that tHe1 is the gain of an inverter as shown in (9), which is actu-
oscillation signal is connected to the positive input and the redlly the gain of a push-pull CMOS inverting amplifier where
erence voltage is connected to the negative input of the TD#k1 andgy,.> are the small-signal transconductances from gate
comparator. In Fig. 2, for exampl&,.s; will have a long se- t0 channel for n-channel and p-channel transistors, respectively
quence of ones since the voltage level of the oscillation sig@#]- Also, gas1 andgas» are conductances of the drain-to-source
is higher thanV,.¢;, while V,er» Will have a short sequence offor n-channel and p-channel transistors, respectively. Since
ones at the TDM comparator output. The reference voltageigfsignificantly larger thagas, a CMOS inverter can have suf-
Vise_counter is the virtual ground of analog circuits, which isficient gain as an amplifier
Vee/2 in general. Detailed explanations follow. Ay = — Im1 + Gm2 . ©)
gds1 + gds2

The comparator in Fig. 3 is modified to implement the TDM

Fig. 3 shows a popular comparator circuit, which was firgtomparator in Fig. 4. Two comparator stages are shown in Fig. 4.
used to implement a six-bit flash ADC [32] in 1979. When th@&he first stage is a modified version of the comparator in Fig. 3,
half-clock cycle$2 turns on, the switch connecting the inputaind the second stage is a simple inverting comparator [34] to

A. Low-Cost TDM Comparator Design
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Fig. 5. Clocks for the TDM comparator. R2
Vref3
convert the output level of the first stage into two binary levels. R3

Since the output of the first-stage comparator duki2gs an

undesirable intermediate level, approximaté®iy + Vis)/2,

it must be converted to binary levels for digital counters. Th&g. 6. Example of a voltage reference circuit.

bias voltage}i,i.s, for the second comparator does not require

high precision, so voltage division by resistors is used here. Tégce or from the external voltage reference as mentioned above.
trip voltageV,;, of the second comparator dependsidf.s, It can easily be shown that the voltage references can be repre-
and is easily calculated as in [34],.;, can be set lower than sented as

the (Vaq + Vis)/2, so that the output of the TDM comparator Ry + Ry + R
. . ‘/refl e X ‘/in (12)
during ¢2 will be zero. Ry + R
Equation (10) shows the gain of the second comparator, Viets =Vi (13)
which will increase the overall gain of the TDM comparator in Rs
Fig. 4, as shown in (11) Viets "R~ Vin- (14)
Ay = — _ gm2 (10) The process variation of resistors and capacitors can be as
gds1 + gds2 much as 10% or higher in standard CMOS processes. However,
Ay =Ay1 Ay = [gml + -‘?mﬂ [ Ym?2 } . (11) this voltage.re.ference circu?t i; a pure resistive circuit, and the
9ds1 + gas2 | [ ds1 + gds2 process variation has an insignificant effect on accuracy. Process

Fig. 5 shows an example of clocksl and ¢2 which are variations will affect the sheet resistance of the resistive layers
common nonoverlapping clocks in digital logic. The switchesuch as a salicide-blocked polysilicon. The variation of sheet re-
used here can be implemented with CMOS switches [34]. &istance will increase or decrease resistance of all resistors in the
Figs. 4 and 5¢2 is divided into three clocksj2a, ¢$2b, and@2c.  circuit. For example, even if we assume that the sheet resistance
These three clocks are used to turn ormaitiplex the switches has 10% variation from the nominal value, the voltage refer-
for the three reference voltag8§.s1, Vier2, and V.3, respec- encesin Fig. 6 can still maintain the same accurate voltage levels
tively. Since the reference voltages are multiplexed accordingregardless of the process variation. It can be simply proved from
the time slots Vi, will be compared with three reference volt{12) or (14), as the resistors in the numerator have 10% varia-
ages. tion, while the resistors in the denominator also have 10% vari-

ation. Since both numerator and denominator have the same
B. Voltage Reference Circuit variation, the reference voltage level does not change. In other

Accurate voltage reference would be essential for the coifords, the ratio of components is more important than the ab-
parator to generate the correct sequence of ones and zero$@dite value of components. For most analog circuits, the ratio
the counters. In general, most analog and mixed-signal circuMfsthe components in the local area will determine the perfor-
have On-chip bandgap reference [33], which generates Supp]yince, since all components will be placed C|OS€|y inthe Iayout.
independent and temperature-independent voltage referencd.hgrefore, the primary interest is in matching properties of local
CMOS process, the base-emitter voltage of the parasitic bipof@mponents, and the intradie variation of components will not
transistor is used to generate the negative temperature codff-a significant factor.
cient (TC). This negative TC voltage is compensated by the pos-However, the mismatches of each resistor would degrade the
itive TC voltage generation circuit, which is the difference beaccuracy of the voltage references. The common analog layout
tween the base-emitter voltages of two bipolar transistors. Sirff@ctices such as the interdigitization and common-centroid
we are assuming that the bandgap circuit is an existing analgguld be required to guarantee process-independent voltage
component and is not part of BIST, the detailed discussion rferences. If there is an error in the reference circuit, the TDM
the bandgap circuit design is referred to general textbooks sfginparator's output will be significantly different from the
as [34]. nominal value, and can be easily detected.

The TDM comparator can use the same on-chip bandgap ref-
erence as other analog circuits, or can use the external voltgge
reference in test mode. Fig. 6 shows an example of the voltagel he signature analysis of oscillation-test methodology should
division circuit, which is commonly used in many precisiortonsider that the oscillation signals of most analog circuits are
analog circuits such as analog-to-digital converters. The hatdw-frequency signals. For example, the oscillation frequencies
ware overhead will be one amplifier amdresistors where is  of the state variable filter in Section V and dual-tone multifre-
the number of voltage references for the TDM comparator. Tly@ency in [19] are around 1 kHz. If we try to measure the os-
input voltageV;,, comes either from the on-chip bandgap refeeillation frequency directly, it may take a significant amount of

Measurement of Both Oscillation Frequency and Amplitude
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Voltage the one clock period and andt, are cycle times of oscillation
signal 1 and 2, respectively
_____ trom < t1 — ta. (17)

Since the cycle time equals the inverse of the oscillation fre-
quency, (17) can be modified as (18), wheigy; is the TDM
clock frequency, ang; and f, are the frequency afscl and
0sc2, respectively

Ti

X
from > 2 — ;i (18)
lock * o0 . . . .
e W If the measurement resolution of 1 Hz is desired for the oscil-

lation frequency, then the minimum requirement for the TDM
clock speed can be simplified as (19), where the frequency of
Fig. 7. Detection of the difference of two oscillation signals. oscillation signal 2 is substituted bfg = f; + 1

from > f1 X f2 & [T (19)
time, which will increase the manufacturing cost. Therefore, it gy (19), the minimum TDM clock will be 1 MHz if the
is preferable to have an indirect measurement scheme of 0Sgiinina| oscillation frequency is 1 kHz. If the number of time-
lation frequency and amplitude, which can also represent igision multiplexing is three, the system clock frequency of

tolerance band of the CUT. 3 MHz would be sufficient to achieve the accurate measurement

The TDM comparator scheme measures the width and ampji-oscillation frequency with 1 Hz measurement resolution.
tude of the oscillation by comparing the oscillation signal with

each reference voltage for each time slot. This scheme is ann- Internal Node Selection to Enhance Testability
direct and efficient measurement of both oscillation frequency-l-he testability of the circuit can be enhanced by observing in-

and amplitude with low hardware overhead. Since the dlglFrnal nodes as well as the primary output. The TDM comparator

f{:_lolck_|s s;gmﬂ;:arll(tlyfastzr tzharj”tue OSC"'atf'f‘?’? fretzquent():y, mfu can be modified to observe internal nodes. In Figs. 4 and 5, only
Iplexing the clockspl and¢2 will have a sufficient number o the ¢2 clock was divided into three time slots and multiplexed

comparisons for each oscillation cycle. The comparison res tselect the reference voltages, and the output respGnseas

will b'e accumulated into the digital counters which represepf o taq only from the primary output of the CUT.
the S|gnatu_re 9f the CUT. The ¢1 clock can also be divided into three time slots and
The oscillation frequencyfo.., can be calculated from themultiplexed to select internal nodes of the CUT. Only two addi-
TDM counter value as tional switches are required to modify the TDM comparator in
frpm X Neyeles Fig. 4. The signal from each internal node is compared with its
Jose = ——— " (15) respective reference voltage and is accumulated into its respec-

osc_counter : : - !
. . tive counter to generate a signature as shown in Section V.
Neyeles IS the number of oscillation cycles that the TDM com- |, the oscillation-test methodology, the sensitivity of the os-

parator has operated on, anet_counter is the total number gjjation amplitude is highest for the component that is near
of clocks duringNcycies- from IS the clock frequency for the e node. If we assume that a resistor is connected to the input
TDM clock, and it can be represented as node and that the resistor has a parametric fault, then the os-
f cillation amplitude of the input node is more sensitive than the
frpom = N = (16) output node. This is shown in the simulations in Section V. This
TOM sensitivity gives us significant information, which helps us de-
where Ntpy; is the number of time-division multiplexing andtect a faulty component. Measuring the output oscillation am-
f, is the frequency of the main system clock. plitude alone does not provide sufficient high parametric fault
When we use the TDM comparator to measure the oscillgeverage, and monitoring internal nodes can significantly en-
tion frequency, a separate countes;_counter, has been dedi- hance the testability.
cated to count all clocks in the oscillation cycles. The referenceln this paper, the selection of internal nodes is achieved
voltage forosc_counter is 0 volt, which is the analog ac groundthrough the following steps:
as shown in Fig. 2. The TDM comparator will detect the begin- 1) indirectly measure the oscillation frequency using a TDM
ning and the end of one cycle, and the:_counter will count counter, as can be done using (15). Most catastrophic
all the clocks within that cycle. faults and many parametric faults can be detected with
The required minimum TDM clock frequency to detect the this indirect frequency measurement;
deviation of oscillation frequency can be calculated by the nom- 2) find the undetected parametric faulty components;
inal oscillation frequency of the CUT and the required measure- 3) monitor internal nodes near the undetected faulty compo-
ment accuracy. For example, Fig. 7 shows two oscillation sig-  nents.
nals. In order to guarantee the detection of the frequency deviaindirect measurement of oscillation frequency using (15) is
tion, at least one more comparison should be done fosdtie only for testability analysis, and the pass/fail decision can be
signal. This requirement is summarized in (17), whigrigy; is made directly from thesc_counter value.

t DM
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Since all transistors have parasitic capacitances, switches of A
the TDM comparator add parasitic components to the CUT. For
example, the node 1 in Fig. 16 is monitored in Section V, so the Vin Vi
node 1, which is the negative input of the opamp 1, will have —— Vout
an extra parasitic capacitance caused by a TDM switch. If we
ignore the parasitic capacitances of the resistors that would be
smaller than the parasitics of the transistors, the total parasitics
of the node 1 will be Fig. 8.

Integrator.

Cp,total = Cgs,M3 + ng,]\f[3 + Cgb,M3 + Cgs,TDl\/Iswitch~ ideal output
(20) clipped output

M3 is an input transistor of the opamp in Fig. 17, which is Integrator time
) . ) output
used for the state variable filter. The gate-to-source capacitance
Cy, is the dominant one when a transistor is in saturation mode, K
whereas the gate-to-drain capacitantg and the gate-to-bulk
capacitance€yy, are relatively small [34]. In general, the lengths
of the opamp transistors are at least twice the minimum to de-
crease the channel-length modulation effect, while the lengths Virtual
of CMOS switches are minimum to reduce the turn-on resis- ground
tance. Also, the input transistor pair of the opamp has a large
width in order to increase the gain and to decreasg flienoise.
Therefore, the parasitics of the large input pair would be mof&- 9. Virtual ground explosion due to the limited output swing of an
L . . operational amplifier.

significant than the parasitics of the switches when all transis:
tors are in saturation mode. When the CUT is in normal oper-
ation mode, the BIST circuit is disabled, which means that tf@vior. In other words, the negative input of the opamp fails to
switches of the TDM comparator are in the off state. When tt€ a virtual ground showing large-signal behavior, which will be
transistors turn off¢,, decreases significantly. Since the TDMcalledvirtual ground explosionn this paper. Fig. 9 shows the
switches turn off in normal operation mode and turn on onNjirtual ground explosion during the output clipping state. This
in test mode Cy. ToMswiten iN the off state will be even fur- can be observed from circuit simulation as shown in Fig. 18 in
ther reduced and will become less significant tii&g 5. In  our benchmark circuits.
summaryCy, 13 is the dominant parasitic capacitance and the Most of the previous oscillation-test papers have used the
parasitic capacitance of the TDM switch is insignificant. Simfechnique to move the poles into the RHP, and let the power
ilar reasoning can be applied to other internal nodes. A furtheypply rails operate as a limiter. In these cases, if we simply try

discussion of parasitic capacitance can be found in [34].  to measure the amplitude at the primary output, the parametric
faults will not vary the maximum amplitude, which is the power

E. Virtual Ground Explosion supply rail, and cannot be detected. Saturation is a usual phe-

In this section, an interesting circuit behavior during the osciiomenon in oscillator design, and a direct measurement of the

lation will be investigated, which will be used by the TDM Com_osc:illation amplitude is not possible in most cases. In most oscil-
parator to increase the fault coverage. Fig. 8 shows an analog]ﬂlii-on'tes’ts' thg feedback circuitis impllemente?d.eiFher by an in-
tegrator, which is a basic analog building block and also a pé(ﬁrter or by a direct feedback connection to minimize hardware

of our benchmark circuit, the state variable filer, in Section v-RV€rhead [111-[15], [19], [21]. Therefore, the virtual ground ex-
plosion is almost certain to happen in oscillation-test. The the-

Vout(t) — Vi (t) = 1 > /[Vin(t) — V(1)) dt. (21) oretical analysis of a nonlinear oscillation behavior is provided
RC in detail in Section IV. It also shows that the automatic gain con-
Equation (21) shows the well known integrator equation fromnol (AGC) technique should not be used in OTM, even though
Fig. 8. Because of the high gain of the opamp, the negative inpldé AGC is a common technique in general oscillator design.
V..(t) can be treated as a virtual ground. In the ideal case, theVirtual ground explosion is not a necessary condition for ap-
integrator output will follow (21), and design effort has to belying our technique. However, when it happens, our method
made to limit the signal swing so that the deviation from thean have extrainformation from it to increase the fault coverage.
ideal equation can be minimized. Without internal node monitoring to observe the virtual ground
The practical opamp will always have the maximum outp@xplosion, it is not easy to measure the amplitude even if we as-
swing, which is decided by the power supply rails and the astime a dedicated high-resolution ADC for amplitude measure-
chitecture of the opamp’s output stage. During oscillation, theent. If we only measure the final oscillation output without in-
signal swing can be out of the operation range, and the sigt@inal node monitoring, many parametric faults do not vary the
will be clipped by the opamp maximum output swing as showammplitude since the amplitude is already clipped to the power
in Fig. 9. supply rails. Thus, maximizing the fault coverage for parametric
When clipping of the signal happens, the voltage input faults will not be easy without monitoring the internal nodes and
the virtual ground will deviate from the ideal small-signal beebserving the virtual ground explosion.
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F. Effect of Noise, Jitter, and Clock Synchronization

For analog and mixed-signal circuits, noise and clock jitter
are always significant problems that make testing more diffi-
cult. Noise and jitter will cause errors in the signatures of CUTSs.
Also, for the TDM comparator scheme, clock synchronization
is another problem that should be addressed since the oscilla-
tion starts asynchronously with TDM clock. In this section, we |
analyze how these problems affect our signature analysis tech- J |
nique. | '
ak | ] L

er(t) = es(t) + e5(t) + ew (1), (22) Sl—

i Ambiguous

Vosc(t) interval

Three error sources are shown in (22), where the total error

er(t) is the sum of the clock synchronization eregi(t), clock
jitter errore ;(¢), and white noiseyy (). Flicker noise, whichis gy 10, Ambiguous interval.
also calledL/ f noise, could be another significant noise source
in low-frequency region, but it is ignored in our analysis since TABLE |
the white noise is dominant in the high-frequency region. AMPLITUDE OF THE FIRST SAMPLE FOR DIFFERENT fosc X Trpum
Let us suppose that the comparison timing fAoisamples is WHEN 4 =1
given by fosc X TTDM Vosc(tl) | (dB)
. . . 1/10 0.3090 [ -10.2
t; = iXTrpm —0.5Trp7m + Si + J; i=1,2,...,N (23) 1/100 0.0314 | -30.1
i . . . . ) 1/1000 0.00314 | -50.1
wherel'rpy is a clock periodsS; is a random variable with uni- /10000 0.000314 | -70.1
form distribution representing the clock synchronization error, 1/100000 [ 0.0000314 | -90.1

and J; is a Gaussian random variable representing the clock

]Ittel’ 0.5TTDN1 is subtracted tO show the first Comparison WIIIEVI ( ) > Vosc( L) there could be an errorin Companson andin-

be done after a half clock periods(#) ande ; () can be repre- accurate counting may happen. In general, the comparison error

sented as the errors in oscillation amplitude caused by the sagmore likely to happen i¥...(t;) is closer to the reference

pling time errors as shown as signal. If we assume th&t,..(t ) is the closest sample to the ref-
e5(ti) =Vose(iTror — 0.5TDM + i) erence signal, the amplitude }zﬁsc(t_l) vylll be As-in(27rf(.,sc X

1/ frpm). We can see that the oscillation amplitude will be de-

p— I. — =
V°?°<LTTD“’I 0.5Trpw) @4 termined by oscillation frequendls. times the inverse of TDM
e(ti) =Vosc(iZrpm — 0.5T DM + Ji) clock frequency. Table | shows the amplitude of the first sample
— Vese(iTrpm — 0.5T DM )- (25) for different values off,s. X Trpum.

From (15), we can see thaf..c x Trpm equals
T/osc counter if Neyces iS oOne. Therefore, the white
noisecy will cause an error for the TDM comparator scheme

Fig. 10 shows the ambiguous interval with the oscillatio
signal V,s.(t) and the TDM clock. Since the clock is not syn-
chronized withV,,.., there is a possibility of inaccurate countln en nominalosc_counter is significantly large. In order to

LE 0”1 telc(:hls;que. The pompﬁrlsoln LT,(Qone ?t the :]allln_g eddgetfr alyze the effect of noise, the initial samples of (28), which
€ clock. Fowever, since the Clock IS not synchronized Wity susceptible to noise, can be rewritten assuming 1 and

Vose, the first falling edge can be varied by, ande ;, which < T — 1/1000 whereT = T'pyr. The approximation is
are shown in Fig. 10 as an ambiguous interval. The uniform aéﬁrcle bysin(z) ~ = whenz < 1

the Gaussian probability density function (pdf)$fand.J; are

shown below. Vose(t;) =A sm(27rf05,30.5T), Asin(27 fosc1.5T), ... (29)
pdf(SL) _ fTDM7 7T'§DM .< S; < + TTéDM (26) zA27rfOSC0.5T7 1427'1")(.05(-,1.5':[‘7 1427’[']('0“2.5':[‘7 -
0, otherwise (30)
1 2 ~
pdf(Ji) = exp [_:c_Q} _ 27) ~0.003 14, 0.009 42,0.0157, . (31)
oV 2w 20 —50.1dB, —40.5dB, —36.1dB, . ... (32)

~ We will assume that th.c () = A xsin(27 fosct), whereA The initial samples may be incorrectly counted when the
is the oscillation amplitude an]f.j,SC is the oscnlatlpn frequency. noise power is stronger than the signal power. There will be
The sequence of comparator input samples will be no incorrect counting after several samples, however, since the
Vose(ti) = ASIn(27 foscty ), ASIN(27 foscta), - - -, signal power is increased as sampling time increases. If we
A assume that the noise poweri§0 dB, which is a pessimistic
Sin(27 fosctn ). (28) S L . .
assumption in most analog circuit designs, only the first sample
First, we will analyze the effect ofy, for the signature as- may be counted incorrectly by our scheme. The incorrect count
suminges = 0 ande; = 0. The comparison error could may reduce the counter value by 1, which causes 0.1% error in
happen if the noise is stronger than the oscillation signal. tHe signature when thesc_counter = 1000. As we can see
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from the simulations in Section V, it will cause an insignifican Minimum frequency
& amplitude variation
error for the fault coverage. . Automatic-gain control
The above analysis was done for onafy (t). Now, if we con- (stabilization circuit) amplitude

sider bottes(t) ande ; () and repeatthe equations fidy,.,then ~ ®¢ B R
it will be o
Viee(t)) =Asin(2n fouc(0.5T + Sy + 1)), | Nmw KRR
Asin(Asin(27 fose(15T + Sy + Jo)), . .. L .
zA27Tfosc(0-5T + 51+ J1)7 ‘ Feedback to E
Asin(A27 fose(L5T + Sy + Jo), . . .. L. . Tinimize varaton .2

For well-designed digital clocks, the amount of jitter will be
less than 10% of the clock period. If we assume 10% jitter ar

the maximum variation of;, the possible value of the first two . -
samples can be calculated as

0(—00 dB) <Vis(t1) < 0.00691(—43.2 dB)
(33)

0.00565(—45.0 dB) <Voec(t2) < 0.01319(—37.6 dB).
(34)

If both S; and.J; are zero, then the first sampling time will be
0.5Trpy from (23), which is the falling edge shown in Fig. 10.
However, since we are assuming the maximum variatiorsof
and 10% variation of 7, the ambiguous interval for the first _ . . . ) N

. - . Fig. 11. \Variation of oscillators. (a) General oscillators tries to minimize
sample is from 0 td.1 x Trpy. Itis clear that Only the first variation. (b) OTM uses the variation to detect faults.
sample may be affected by50 dB white noise. The second
sample’s signal power varies frord5 dB to —37 dB, but it is

above the assumed noise poweraf0 dB.

amplitude

general, the variations of oscillation frequency and amplitude
. . . are minimized by the feedback mechanism in the AGC, while
Smce.the clock is not s_ynchromzed Wit (t), the countgd the OTM oscillator in Fig. 11(b) allows the component varia-
‘é‘?"”e will have the po?smlgner_ror ?ﬂ' The accureécy of N tiops to change its frequency and amplitude. The main goal of a
frl(;?:t( E)()ea;;rﬁ Trzgs%goicé ?;rl)(i)gal r\?;lﬁzno;i Ccizmire?:;natgé{;eral o_scil!ator designer is to build a circuitthat has ay\_/ell—de—
' . _ - e fined oscillation frequency and amplitude, and to stabilize the
effect of the ambiguous interval can be reduced. frequency and amplitude even if the circuit components vary.
In contrast, the goal of the OTM oscillator designer is sig-
nificantly different from that of the general oscillator designer.
Two important issues are discussed in this section. The fildte OTM designer tries to detect the variation of components
is the differences between the OTM oscillators and the genebgl measuring the oscillation frequency or amplitude. In other
oscillators. The second is the theoretical analysis of OTM oscikords, the goal is not the stabilization of the oscillator. In
lation behavior, which explains why the amplitude measuremeaddition, any AGC circuit will just hide the information about

IV. ANALYSIS OF OSCILLATION BEHAVIOR

is essential. the component variation and significantly affect the fault
detectability. Therefore, it would not make sense to use AGC

A. Differences Between OTM Oscillators and General for OTM. Furthermore, the hardware overhead of an AGC

Oscillators circuit will drastically reduce the advantage of OTM, which is

The design of oscillators has been an important topic for coffte simplicity of BIST implementation. Simple limiters rather
munication systems, radio frequency (RF), and phase-lockt@@n AGC have been used exclusively in most OTM for these
loop (PLL) circuits [25]-[27]. The OTM oscillator design,€asons. The limiters are discussed in the next section.
however, has significant differences from the general oscillator The statistical fault classification techniques [7]-[10] de-
design. In order to understand the oscillation-test methodologgfibed in Section | can be applied to model the tolerance
completely, it is essential to analyze the differences. As shoWrgin of the oscillation frequency and amplitude in Fig. 11.
in Fig. 11, the component variations cause the oscillatid¥PPlying these techniques can further increase the fault cov-
frequency and amplitude variations. The component variatio&2ge, but the statistical fault classification is beyond the scope
such as resistance and capacitance variations are represePdfs paper.
as pl, p2, and p3. Although the dimensions of component
variations could be much higher, they are shown here Bs
three-dimensions for simplicity. The simple linear oscillator design technique is to place poles

Fig. 11(a) shows a case for a general oscillator design, whigh the imaginary axis of the complex frequency plane. However,
has a AGC feedback to control the gain of the nonlinearity. Imear oscillators exist only on paper. In practice, parasitics will

Describing Function Analysis
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hs Poak Fig. 13. Saturation function.
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TABLE I

A

| Differential |_E

ROUTH-HURWITZ LIMIT CYCLE DETERMINATION

\% amplifier Characteristic equation Limit cycle equations
s +a15+ag=0 a; =0
2 _
A=A-E “o = do
sS+ags®+ais+ag=0 ajag —ag =0
e} T 3 2 — 2: > 2
Fig. 12. Bandpass-based oscillator model (a) with a limiting type stabilization ~§ 1" +@28" +a1s+ao = 0 | aiaza3 5 %1~ Goay = 0
scheme and (b) with an AGC scheme. wi =ai/az

cause the poles to be inside the left half plane. Therefore, anylhe simplest limiter circuit to implement an oscillator is a
practical oscillator must include some form of regeneration ffigital inverter, which has been commonly used in OTM de-
ensure that the poles are initially located in the right half plariégns. The opamp’s saturation has also been used as a limiter
and hence that the oscillation is created [25]-[27], [29]. In adthen CUT has high gain [16]. Both techniques are used in
dition, the amplitude stabilization mechanism must be addedths benchmark circuits in Section V. The state variable filter in
pull the poles back toward the imaginary axis until a stable valfdd- 16 [16] has the bandpass gain of 4.5, and saturation is used
for the amplitude is obtained. as a limiter for minimum hardware overhead.

Fig. 12 shows a bandpass-based oscillator model, which conPespite the fact that direct feedback with opamp saturation
sists of a bandpass filter with positive feedback [29]. Oscillatiof@s used in OTM, no theoretical analysis had been conducted
frequency and amplitude control can be implemented with iréviously. The saturation function in Fig. 13 models the func-
ther a limiting type stabilization scheme or an AGC scheme 8N /() in Fig. 12. The gairk in Fig. 12 is 1 in this case. The

shown in Fig. 12. describing function for saturation is given in (36) [28]

Since all practical oscillators depend on nonlinearities, the N(A)=mA<§
well-developed linear system analysis techniques such as the 5
laplace transform cannot be used for oscillator analysis. A _2mo (ﬁ)j{ﬁ) 1— <ﬁ) AsS
common technique for the analysis of nonlinearities is to use T A A A )
the describing function [27]-[29], which relates the input and (36)
output of the nonlinear function by linear relationship. By
assuming the nonlinearity functiofy) as an ideal relay and Whenthe linearfunctioninthe oscillator systemis represented
applying the describing function technique, the oscillation fré&sL(s) and the nonlinearity by the describing functidi( A),
quencyw, and amplituded, of the bandpass-based oscillatothe characteristic equatian— N(A)L(s) = 0 of the positive
in Fig. 12 can be expressed as feedback system will determine the oscillation frequency and
amplitude according to the Routh—Hurwitz rule in Table 11 [28].

wo = The characteristic equation of interest- N(A)L(s) =0 is
4 _4EhQ (35) hs
0= WQO ].—N(A)m:() (37)
whereFE; denotes the saturation level of an ideal relay [29]. @+
From these equations, we can clearly see that the oscillation om | . _, (6 5 5\ 2
frequency and the oscillation amplitude have different sensitiv- - |sln (Z) + (Z) 1 - (Z)
ities to circuit components. The oscillation frequency depends
only on the pole frequendy of the bandpass filter. The quality hs (38)
factor Q does not affect the oscillation frequency at all, but sgi_sﬂgo_
0

it determines the oscillation amplitude. This analysis explains
why previous research [19], [21], [23] has shown experimental
results that the oscillation frequency alone is not sufficient to
achieve high fault coverage, and that the measurement of oscil-
lation amplitude is essential to improve the fault coverage. In
other words, the oscillation frequency alone can measure only a
portion of the circuit specification.

2 0 2
s+ —s5+0Q
Q 0
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Fig. 15. Polar plot for the state variable filter wighin = 0.9.
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wherem = 1 andé = Vee/2, since the saturation of the
circuit does not change the gain of the circuit in its operatirfgd- 17-  Two-stage operational amplifier.
point, and the saturation level is determined by power supply
rails. By using Table I, we can determine the analytical solu- The real oscillation frequency and amplitude would deviate
tion of the oscillation frequenay, and amplituded. When the from the mathematical analysis since the assumptions for the
describing function for the nonlinearity is not simple, polar plotdescribing function may not be accurate. For example, the fi-
can be useful as a graphical limit cycle determination tool [27jite slew rate of the real opamp can decrease the oscillation
[30]. Figs. 14 and 15 show plots for the bandpass gain of 4i&2quency since the phase lag associated with the slew limiting
and 0.9, respectively, for the same state variable filter architegruses a shift in oscillation frequency. Also, the function for the
ture. The characteristic equatidn— N(A)L(s) = 0 is rear- opamp’s saturation may have extra phase lag, and the real os-
ranged, so the circuit’s limit cycle can be decided at the poigiilation frequency is likely to be lower than the frequency that
of L(s) = 1/N(A). Fig. 15 does not have any point where twquas predicted by the describing function.
curves intersect, indicating that it will not oscillate. The analysis in this section provides a theoretical proof that
In general, when the gain is lower than 1, the bandpass G¥scillation amplitude measurement is essential for higher fault
cuit is not going to oscillate by the direct feedback connectioggyverage. The next section shows the simulation results with the

In order to convert the CUT into an oscillator in this case, gitoposed signature analysis technique, which measures both the
inverter can be used as a limiter, then the circuit will behave ggcillation frequency and amplitude indirectly.

the bandpass-based oscillator with an ideal relay.

The experimental results in Section V show that the oscilla-
tion frequency of the state variable filter is approximately 30%
lower than the predicted frequency in the describing function In this section, simulation results are shown for two bench-
anaiysis' This discrepancy can be expiained by reviewing tﬁlﬂrk circuits. The state variable filter and the Sa”en—Key filter

V. SIMULATION RESULTS

limitations in assumptions of the describing function. from [16] are used to demonstrate how the fault coverage can be
1) The describing function analysis has assumed an igsignificantly increased by monitoring internal sensitive nodes
sinusoidal input to the nonlinear function. with less test time.

2) The saturation function is ideal and does not have phase . .
lag. A. State Variable Filter

3) The opamp and other circuit components are ideal, in ad-Figs. 16 and 17 show a benchmark circuit [16] and its opamp
dition to the assumption that no slewing of the opamp hafer this simulation, respectively. The state variable filter is con-
pens. verted to an oscillator by controlling test mode (TM) switch.
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TABLE IV
REFERENCE VOLTAGES OF THE TDM COMPARATOR
FOR STATE VARIABLE FILTER

voltage level
Vnodel -I0v
Vinode2 -1.33 v
g
E TABLE V

MEASUREMENT OF OSCILLATION FREQUENCY USING BOTH DIRECT
FREQUENCY MEASUREMENT AND INDIRECT MEASUREMENT FROM
osc_counter VALUE (* DENOTESUNDETECTED FAULTS)

Indirect
” faulty value [ Osc. Freq. | osc_counter  Frequency
RI 8k 750.13 3907 750.10
. IRY) 7778 2097 778.01
0006 0008 001 0012 0014 0.016 R2 8kY *406.67 ¥72458 *406.83
time T2k2 ¥ 428.63 ¥ 3333 ¥ 42863
R3 Y] 157.25 7186 157.46
; Hlati ; T2KS} 389.56 7566 389.71
Fig. 18. Oscillation of the CUT in test mode. T Tn 1570 157 e
T2KS} 385.36 75074 38550
TABLE Il R5 Bk 79188 2033 791.88
T2KST 330.25 3027 330.36
TOLERANCE BANDS FOR STATE VARIABLE FILTER RG 0.8K6) ¥ 40064 ¥ 5496 10064
I 1.2kS2 ¥ 435.73 ¥ 9204 ¥ 135.02
H USCH req. “ de1  Node 2 R 0K AT 1T 7266 44T 31
Z osc_counter _node ode 14.4kS2 ¥402.09 ¥ 2486 ¥102.25
Nominal || 419 || 2385 216 624 CI T6nF 166.64 7143 166.64
olerance || 398-438 || 2281-2514  193-228  556-704 JAnF 38447 2600 38467
T2 T60F 271,70 2119 71,92
JAnF 381.24 2627 38130
The opamp is a two-stage Miller compensated architecture with
a class-A output stage. The oscillation of the CUT in Fig. 18 TABLE VI
shows the nominal case oscillation waveforms for the bandpass COMPARISON OF THEMEASUREMENT TIME

output (BPO) and the internal node 3. The BPO signal has nom-
inal oscillation frequency of 419 Hz, and its amplitude is clipped
by the maximum output swing of the opamp.

It is interesting to notice that node 3 is the virtual ground of
the opamp, and it should not have such a large signal transienParametric faults were injected assumihg0% and +£50%
during normal circuit operation. If we assume that the opamvariation of each circuit component. Simulation results in
has infinite output swing, the virtual ground will always perfornTable V show the signatures for the20% parametric faults.
its ideal small-signal behavior. The first column shows the components in the circuit, and the

However, the practical opamp will have the maximum outpstecond column shows the faulty values. The third column is
swing, and if the oscillation signal approaches the maximuthe direct oscillation frequency measurement from simulations.
swing, the ideal behavior of opamps will no longer be guaraihe fourth column is thesc_counter value to estimate the
teed as was discussed in Section IlI-E. At this point, an ideflaéquency indirectly. Equation (15) is used to calculate the
integration equation cannot be guaranteed, and the circuit fafidirect frequency in the fourth column.
into thevirtual ground explosiostate. In Fig. 18, we can seethat The frequency of clock®1l and ¢2 in Fig. 5 was 3 MHz
node 3, which is the virtual ground of opamp 2, starts to explodad the measurement was done for only one oscillation cycle of
when the BPO signal starts to clip. The virtual ground explosidhe CUT, which takes 2.4 ms. Time-division multiplexing was
happens for other opamp inputs also whenever the output cligene with three nodes, the BPO node fordke counter value,

For these simulations, we use a single-component fault,and node 1 and node 2 for internal node monitoring. The clock
which we assume that a single perturbed component causesfteguency satisfies the minimum requirement in (19).
output to go beyond its tolerance value. In order to determineHowever, the required test time for the conventional direct
the tolerance band, the allowable component deviations are m&asurement of the oscillation frequency needs to be much
sumed to bet5% around the nominal value of each compolonger. We assumed a frequency measurement time of 1.0 s
nent. We calculated the oscillation frequency of the CUT witsince we need sufficient time to detect the small deviation of
the variation of each component, and then the variation of dsequencies. Thus, our approach makes a significant difference
cillation frequency around its nominal frequency is determined test time, which will result in significant reduction of manu-
as a tolerance band of the CUT. Table Ill shows tolerance barfdsturing test cost. Table VI shows the comparison of test time.
for both the traditional OTM and our new analysis test scheme.The clocks for the TDM comparatog;1 and ¢2, are each
Comparator outputs with,,4e1 andVi0de2 are inverted to have divided into three clockspl into ¢la, ¢1b, andple, and p2
a small signature value. Tolerance bands for the TDM cormto ¢2a, ¢p2b, and¢2c. The primary output, BPO, and internal
parator are determined by the reference voltages in Table IV fuvdes, node 1 and 2, were selected as measurement points for
the same 5% tolerance for all components. the proposed scheme.

[[ convention scheme [ proposed scheme
time ] 1.0s I 2.4ms
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TABLE VII TABLE IX
PARAMETRIC FAULT COVERAGE OF STATE VARIABLE FILTER FOR +20% DETECTABLE FAULT LIMITS FOR STATE VARIABLE FILTER
PARAMETRIC FAULTS (* D ENOTESUNDETECTED FAULTS)

1 Osc. Freq. [ Proposed Scheme

[[ Taulty value | Osc. Freq. | osccounter node I node 2 R1 5% — + 5% 5% — +5%
R1 [3Y) 750 3997 263 1850 R2 [| -31% — +52% -5% — +5%
T2KEY 77 2092 160 461 R3 || -11% — +14% -11% — +14%
R2 8K} * 406 2458 0 575 R4 -9% — +12% -9% — +8%
12k * 428 2333 265 656 R5 5% — +6% -5% — +6%
R3 A 157 2186 793 599 R6 || -22% — +24% 5% — +13%
T2k} 389 7566 178 539 R7 || -18% — +23% 13% — 5%
R4 RIEY) 163 2157 156 578 CL [ 9% — ¥+11% % — +11%
T2KS) 385 7594 746 710 C2 [ 8% — +10% 8% — +10%
RS Sk} 291 2033 274 168
T2KS} 330 3027 168 967
R6 0.8k1 * 400 2496 214 0 _
1.2kQ * 435 2294 218 724 +50% parametric faults. The hardware overhead for an extra
R7 9.6k(2 441 2766 312 775 o L . . .
EWARY) 702 5486 517 ) monitoring circuit is low as explained in Section IlI.
Gl I6nk 260 2143 198 605 Table IX shows the detectable fault limits for the state vari-
20k 384 3600 708 523 . o :
T2 TonF 71 2119 161 296 able filter. The proposed scheme has significantly increased
24k o1 2622 242 731 fault coverage by using a TDM comparator for the primary

output and internal node monitoring. The internal monitoring
nodes were specifically determined to detect the faults in R2,

TABLE VIII ; ; :
PARAMETRIC FAULT COVERAGE OF STATE VARIABLE FILTER FOR£50% R_6’ and R7 n Table. V .If even higher fault coveragg is de
PARAMETRIC FAULTS (* D ENOTESUNDETECTED FAULTS) sired, additional monitoring could be done to further increase
the fault coverage.
e Y Re e Tred: | osc.countel moce —oce Fig. 19 shows the sensitivity of the oscillation frequency and
[159) 532 1878 0 350 the amplitude for the primary output and two internal nodes. The
R2Z 5Y) 378 2639 0 276 ; P
[E359) * 138 2281 325 632 osc-counter was measured at the primary output, WhICh isBPO
R3J )39 538 1857 234 526 in these simulations. We can see that the oscillation frequency
Ra lgﬁg 222 f?gi 8 232 has significantly different sensitivity for each component. For
T15Kk(2 347 2875 285 827 example, the R2 variation shows that the sensitivity of the oscil-
RS 59 593 1633 173 314 . . . .
TBKEI 0 0 0 0 lation frequency is low to the faults in R2. However, the sensi-
RE ook e L5 b - tivity of node 1 is significantly higher. For the undetected faults
R7 6.0k 491 765 186 72 in Table V, monitoring of node 1 and node 2 helps to increase
CT 181'811‘15},3 ggg 1?,2% f?ff 53(1) the fault coverage significantly.
30nF 348 1218 142 582 It should be noted again that the hardware overhead of the
T2 TOnF 640 500 0 T43 : o -
TONT T35 1307 57T 360 proposed scheme for internal node monitoring of oscillation fre-

qguency and amplitude would only be the two extra switches

for the TDM comparator in the analog block. An extra counter
Simulation results for catastrophic faults show that both diregiould be the hardware overhead in the digital block.

measurement of oscillation frequency and the proposed indirect

scheme have good performance. Both schemes have 100% fBulSallen—Key Filter

coverage for the catastrophic faults, which include all possible.l.he Sallen-Key low-pass filter in Fig. 20 was used as the

open faults and 30 randomly selected short faults between s

q tault and a short faul deled b €cond benchmark circuit for the simulation. The reference
nodes. An open autan_ a short fault are modeled by K90 voltages and tolerance bands are shown in Tables X and Xl,
and 11 resistor, respectively.

respectively. In test mode, the negative feedback was applied

Even though both schemes have good results for catastropiig,gh the inverter [16]. Simulation results in Table XII shows
faults, we should notlce_ that the test times are 5|gn|f|can_tly dlﬂ‘he signatures for th&20% parametric faults. The accuracy of
ferent for the two techniques, 2.4 ms and 1.0 s, respectively{, indirect frequency measurement is again very high for the
these simulations. Sallen—Key filter.

Simulation reSUItS in TableS Vil and Vil ShOW the Signatures The to'erance bands were determined by the same 5% to'_
for the parametric faults. In this case, since we have oscillatigfance for all components, as was done for the state variable
amplitude information for the internal nodes, the fault coveraggfier. The same techniques were applied to increase the para-
are significantly higher. Our pass/fail decision was done for thgetric fault coverage. During the testability analysis stage, five
osc_counter value first. For those undetected faults, the nodegndetected faults were identified as seen in Table XIIl. These
and node 2 values are compared with the tolerance bands. parametric faults can be detected by monitoring node 2 and

The numbers in bold face represent the signatures outsideotle 4. The selection of the internal nodes was done as in the
the tolerance band, which indicate parametric faults detectedgngvious section. Table XIV shows the measurement time for
the internal node monitoring. The selection of internal nodeise Sallen—Key filter. The measurement of the proposed scheme
is done using the criteria in Section IlI-D. It is clear that thevas done for one oscillation cycle, but it can be repeated for sev-
proposed scheme has higher fault coverage in these simulati@nal cycles to increase the tolerance to noise as was mentioned
Through internal node monitoring, we detected4a#0% and previously.
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Fig. 19. Signature sensitivities of the state variable filter.

Fig. 20. Testable Sallen-Key filter. TM: Test-mode signgl, = R-
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TABLE X
REFERENCEV OLTAGES OF THETDM COMPARATOR FORSALLEN—KEY FILTER

voltage level
VnodeZ -O.TV
Vnode4 0.6v
TABLE XI
TOLERANCE BANDS FOR SALLEN—-KEY FILTER
Osc. Freq.

Hz osc_counter node 2  Node 4
Nominal 1028 973 242 112
Tolerance - - - -

the internal nodes for the Sallen—Key filter. Since the faults

For the+20% parametric faults, direct frequency measurén R1, R2, and C1 are undetected in Table XllI, the adjacent
ment results in five undetected faults. By monitoring extraodes, node 2 and node 4, are monitored.
nodes, it is possible to detect all undetected parametric faultsWith a direct frequency measurement technique, the OTM
Fig. 21 shows the sensitivity of the oscillation frequency arftbs three undetected faults even #850% parametric faults
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TABLE XII

MEASUREMENT OF OSCILLATION FREQUENCY USING BOTH DIRECT
FREQUENCY MEASUREMENT AND INDIRECT MEASUREMENT FROM
osc_counter VALUE (* DENOTESUNDETECTED FAULTS)

Indirect
” faulty value | Osc. Freq. | osc_counter  Frequency
R1 8kQ2 *1038.4 *963 *1038.4
12k *1015.2 *985 *1015.2
R2 8k2 *1067.2 *937 *1067.2
12k} *988.1 * 1012 *988.1
R3 8k(2 871.0 1148 871.1
12k02 1204.8 830 1204.8
R4 8k{Y 1335.1 749 1335.1
12k00 8787 1137 879.5
Cl1 16nF *972.7 *1028 *972.8
24nF 1116.0 896 1116.1
C2 T6nF 1396.6 716 1396.6
24nF 8183 1222 8183

TABLE XIll

PARAMETRIC FAULT COVERAGE OF SALLEN—KEY FILTER FOR £20%
PARAMETRIC FAULTS (* D ENOTESUNDETECTED FAULTS)

[[ Taulty value | Osc. Freq. | osc_counter node 2 node 4
R1 2.56k) *1038 963 235 45
3.84kQ) *1015 985 249 163
R2 2.56kQ) *1067 937 224 122
3.84k) * 088 1012 258 106
R3 3.89k(Y 871 1148 253 268
5.83k{2 1204 830 233 0
R4 7.07k(2 1335 749 222 0
10.61k{} 878 1137 254 263
C1 40nF * 972 1028 240 196
60nF 1116 896 237 0
C2 40nF 1396 716 189 0
60nk 818 1222 288 220
TABLE XIV
COMPARISON OF THEMEASUREMENT TIME
[[ convention scheme | proposed scheme
time 1.0s [ 0.97ms
50 -
0 —= Z
® o =
-s0}_- 7 — osc
-+ node2
— - _node4
=100 -10
=20 -10 0 10 20 -20 -10 0 10
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Fig. 21. Signature sensitivities of the Sallen—Key filter.

as can be seen in Table XV. This emphasizes again the impor-2
tance of an efficient signature analysis scheme to improve the{ ]

test quality.

TABLE XV
PARAMETRIC FAULT COVERAGE OF SALLEN—KEY FILTER FOR£50%
PARAMETRIC FAULTS (* D ENOTESUNDETECTED FAULTS)

faulty value | Osc. Freq. | osc_counter node 2 mnode 4
R1 1.6kQ2 * 1046 956 227 0
4.8k *990 1010 262 222
R2 1.6k(2 1152 868 195 128
4.8k00 936 1068 280 103
R3 2.43k07 726 1377 274 451
7.20k2 1709 584 163 0
R4 4.42k00 0 0 0 0
13.26k2 775 1288 268 395
Cl1 25nF * 082 1017 222 242
7onF 1529 653 88 0
C2 25nF 0 0 0 0
75nF 649 1540 348 328

TABLE XVI

DETECTABLE FAULT LIMITS FOR SALLEN—KEY FILTER

I Osc. Freq. | Proposed Scheme

R1 || short — +61% 17% — +20%
R2 || -35% — +32% “15% — +9%
R3 6% — +8% 6% — +8%
R4 T% — +1% % — +1%
Cl || -70% = +18% “10% — +9%
C2 6% — +5% 6% — +5%

Table XVI reveals that the OTM would have significant limi-
tations in the fault coverage for several components. Especially
for the faults in R1, even the short fault did not cause the oscilla-
tion frequency to deviate significantly. As we can see in Fig. 21,
node 4 has higher sensitivity to variations in R1.

VI. CONCLUSION

A comprehensive signature analysis scheme with minimum
hardware overhead is proposed for oscillation-test methodology.
With the TDM technique, we can select internal test nodes with
only a simple switch and a counter for each test node. By mon-
itoring sensitive internal nodes, we can have sufficient infor-
mation to detect all catastrophic faults and most of the para-
metric faults. It is shown that the TDM comparator scheme sig-
nificantly reduces the test time of oscillation-test with higher
fault coverage. As an efficient BIST technique, the TDM com-
parator scheme measures the oscillation frequency as well as
the amplitude of oscillation. In general, the maximum output
signal swing of the operational amplifier will limit the oscilla-
tion amplitude, which makes the amplitude measurement a dif-
ficult problem. We have showed that this problem can be solved
by measuring the internal node during theual ground explo-
sion state, which we have explained using the benchmark cir-
cuit. We have also provided the describing function analysis to
show that the amplitude measurement is essential for high fault
coverage. With the state variable filter and Sallen-Key filter in
our simulations, fault coverage for all open faults and randomly
selected short faults is 100%. We also showed that the fault cov-
erage for+-20% and+50% parametric faults can be increased
up to 100% by monitoring internal sensitive nodes.
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